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Abstract

This paper addresses the problem of a retailer who buys a certain amount of inventory at the start of a selling season. Holding inventory is costly and the demand is dependent on the current price and the reference price. The reference price is developed by customers and acts as a benchmark against the current price. The aim of the retailer is to maximize its discounted profit. The problem is modeled as an optimal control problem to determine the optimal pricing policy. For general demand models, the marginal cost due to an increase in the inventory and the marginal gain due to an increase in the reference price are provided analytically. For the linear demand model, the optimal pricing strategy is given explicitly and shown to be characterized by three stages: After a penetration or a skimming pricing strategy at the initial stage, the optimal price increases with time and the season ends with a discount. By introducing the reduced price which is the premium over the cost of the products, it is shown that the existence of procurement and holding cost is the driver for the increase in the price during the intermediary stage. The sensitivity of the optimal price to demand and cost parameters is also provided with a numerical study.
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1 Introduction

As customers buy a particular product frequently, they develop their own price expectations, which is called the reference price. The reference price is an inherent benchmark used for the actual prices and the consumers make decisions by comparing the actual prices with the reference price [1]. Consider a retailer in apparel sector. The demand of the clothes is seasonal in the sense that the demand is effective only in a "season" like winter or summer. The retailer faces a downward sloping demand curve, orders a certain amount of the good at the beginning of the season and aims to maximize its profit for the season by selling the products. The retailer can change the demand during the selling season by changing the price of the product. However, the demand is not dependent only on the price. The customers treat the reference price as a standard for the actual price and the demand is influenced by the reference price as well. If the actual price is less than the reference price, the demand is positively influenced by this variation. However, the reference price evolves through time and a permanent discount reduces the reference price which makes the customers think that the product is worth less. Therefore, although reducing the price increases the current demand, it has a negative effect on the future profits through the reference price which is called the reference effect. In this study, we analyze a retailer which sells a single product whose demand is under reference effects. A retailer that sells fashion goods that are exported from China or similar countries is an example. Such a retailer has a single opportunity to give an order and receives all of the products at the beginning of the selling season. Since the goods are fashion products, they must be sold in that particular season and almost have no value for the next year. Hence the retailer has to decide on the quantity to be ordered and the price of the product. Since the demand is affected by the reference price, the retailer has to think twice when making a discount since it will lower the demand in following weeks. Our aim is to find the optimal pricing policy of the retailer in a continuous time setting when the planning horizon is finite.

In their seminal work, [2] studied the periodic review multi-period problem without a setup cost where the unmet orders are backordered. They discussed the optimality of a base-stock list-price policy where a linear demand function is observed. This policy indicates that an optimum inventory-price pair can
be found at each period and if on-hand inventory is below the optimal inventory level, then the seller places an order to raise the on-hand inventory to that level and sets the optimum price. Otherwise, it doesn’t place any order and picks a selling price which is less than the optimum price. [3],[4] introduced a setup cost to the setting of [2], [5] analyzed a system where there exists a pile of levers to control the demand which is assumed to be concave over these levers. In the studies mentioned, the optimal policy seems to be a version of a (s,S,p) policy. This policy indicates that if on hand inventory is below s, then the seller makes an order to bring its inventory level to S such that s ≤ S and declares the price p. On the contrary it orders nothing and declares a state dependent price. The studies above does not consider the reference price effects. In this study, we deal with reference price effects as well. [6],[7] provided a literature review on joint pricing and replenishment/inventory decisions.

The theoretical basis of reference price comes from adaptation level theory [8]. The theory indicates that expectation-based reference price is the adaptation level against which actual prices are judged [9]. A major issue is to understand the systematic behavior of consumers on forming expectations (i.e. how reference prices change) in time. Exponential smoothing model arising from the adaptive expectation model is a widely preferred form for the change of the reference price [10] but is not the only one [11]. [12],[13] give a literature review of models taking account of reference prices. We employ the widely used exponential smoothing model in our setting.

[14] studied dynamic pricing under deterministic linear demand with reference effects in a continuous time framework. In the study, the steady state prices are calculated and it is concluded that a seller should decide on using a penetration or a skimming strategy which depends on the initial reference price. [15] studied the same problem when time is discrete for more general demand models. They showed that the optimality of the penetration or the skimming strategies is also true for non-linear demand models as well. These studies did not incorporate the inventory decision whereas we explicitly model the inventory in our setting.

In the joint inventory and pricing literature, the researchers employ an additive and/or a multiplicative random term to model the randomness in the demand functions. [16]-[19] studied joint inventory and pricing problem with stochastic linear demand under reference effects with discrete time setting. [16] simulated the multi-period problem in case of linearity of the demand where the randomness is caused by an additional random term and showed that state-dependent order-up-to is optimal in the simulation. [19] studied problems with two periods and showed the optimality of a state-dependent order-up-to policy for two periods. In the state-dependent order-up-to policy, the order-up-to level depends on the state, particularly on the reference price. [17],[18] showed the optimality of a state-dependent order-up-to policy for the stochastic linear demand models with finite or infinite time horizon. [18] additionally showed the convergence of reference price, i.e., they show that the system converges to a steady state and characterized it. Moreover they showed that the optimal order-up-to level was shown to increase with the reference price. [20],[21] studied concave demand models and showed the optimality of the state-dependent order-up-to policy. [21] showed that two subproblems can be obtained by decomposing the problem and the optimal pricing and inventory policy are characterized by using these subproblems. They also provided the solutions for the optimal parameters. The researchers in [16]-[21] address similar problems under a discrete time and periodic review setting. In this setting the retailer can make a replenishment at every period whereas in our setting the retailer can place an order only at the beginning of the horizon. Moreover they study a stochastic setting and we study a deterministic setting which allows use to use optimal control theory. The optimal control theory provides the optimal function, instead of optimal values, i.e., one can find the explicit function of the decision variables.

Recently, [22] dealt with very similar problem where the inventory decays throughout time when the demand is linear. In this study, we also provide analysis on general demand models. Moreover we analyze the linear demand models in a more detailed way in our numerical illustrations.

Analytical solutions for problems with reference effects have a stochastic nature and multi-periodicity property are analyzed in above studies. For a single period model readers are referred to [23] where the author showed that reference price affects the profitability of a company significantly.

The literature on the analysis under reference effects has been developing fast in the last years. The analysis focused on several extensions like stochastic reference prices [24]-[26], supply chain and coordination [27],[28], advertising [29],[30] and technology investment [31].

The joint inventory and pricing decisions with reference effects are studied in the context of stochastic demand models. The analytical results in this line of research are limited due to the stochastic nature. The deterministic models, on the other hand, do not incorporate inventory decisions. We extend the deterministic line of the literature by incorporating inventory holding cost. We provide the marginal effect of a unit inventory and a unit reference price on the total profitability for the general demand models analytically. To the best of our knowledge, this is the first study providing the analytical solutions for such marginal effects on a demand model with reference effect. For the linear demand models, we provided explicit closed form solutions for the optimal pricing policy. [14] provided explicit closed form solutions as well, however our model is an extension of their model by introducing inventory as the state and incorporating the inventory holding cost. Finally, we resort to numerical studies for sensitivity analysis of the price.

We observe that the optimal pricing strategy can be characterized by three stages. The pricing strategy of the initial stage depends on the initial reference price. There exists a skimming strategy if the initial reference price is high. Otherwise, a penetration strategy is optimal. After the initial stage, the optimal price increases until the discount at the end of the season.

The next section describes a demand model with reference effects and gives a parametric solution of optimal control model for the pricing problem. Sensitivity analysis of the optimal price to the demand, cost, and reference effect parameters is provided in Section 3. Finally the conclusions are given in Section 4. An Appendix is provided for derivation of the results.
\section{The model}

In this section, we give our setting assumptions and formulate the problem as an optimal control problem. We consider a retailer of a seasonal product. At the beginning of each season, the retailer orders and receives the products before the selling season. There is no another replenishment opportunity, hence the retailer has to decide taking into account the entire selling season. We focus on a single product whose demand is dependent on the current price and the reference price. The customers compare the current price with the reference price and the demand is affected by the difference between two prices. The consumers develop the shared reference price using the past data of the prices of the product and update their reference price levels with the introduction of new price levels. The evolution of the reference price can be modelled by appropriate models. The exponential smoothing model is widely used for such purpose \cite{12}. Therefore, the reference price formation is given by the following ordinary differential equation \cite{14}:

\[ r' = \beta(p(t) - r(t)) \]  

Where \( p \) denotes the price, \( r \) denotes the reference price, \( t \) denotes the time, \( f' = df/dt \) for any function \( f \), \( \beta \) is the memory parameter and \( 0 \leq \beta \leq 1 \). When \( \beta \), the memory parameter, is low the reference price are affected mostly by the price history. When \( \beta \), the memory parameter, is high the reference price are affected mostly by the current price. The retailer incurs a procurement cost of \( c \) per product at the beginning of the season, collects the sales revenue, and incurs a holding cost at a rate of \( h \) per unit product. The objective of the retailer is to maximize its profit by choosing its pricing strategy optimally. We formulate the problem using optimal control. The total profit is given by the following:

\[ \max_{p(t) \in \mathbb{R}} \int_0^T e^{-\lambda t} p(t)Q(t)(r(t),t)dt - cI_0 \]  

where \( T \) denotes the length of the season, \( I(t) \) denotes the inventory level at time \( t \) and \( Q(t) \) denotes the demand curve. The initial reference price is a parameter and is given as \( r(0) = r_0 \). It is assumed that all the products have to be sold during the selling season and no products are left at the end of the horizon, i.e., \( I(T) = 0 \). This is intuitive since there is no salvage value at the end of the selling season. The initial inventory level \( I(0) \) is to be chosen optimally by the retailer since once the optimal pricing policy is explicitly characterized by the solution, one can calculate the inventory level at any instance. Hence there is now boundary condition on the initial inventory level (\( I(T) = 0 \)). First we analyze a general form of demand. Then we employ a linear demand model to come up with an explicit solution.

\subsection{A general demand model}

The Current Value Hamiltonian of the problem is given by:

\[ H = pq - h - \lambda_1 Q + \lambda_2 \beta(p - r). \]

Together with the equation (1), the necessary conditions for the optimal solution are:

\[ H_p = 0 \]  

(4)

\[ \lambda_1' = \lambda_1 - \frac{\partial H}{\partial t} \]

(5)

\[ \lambda_2' = \lambda_2 - \frac{\partial H}{\partial r} \]

(6)

\[ l'(t) = -Q(p(t),r(t),t) \]

(7)

The equation (4) can be written as:

\[ \frac{\partial(pQ)}{\partial p} + \lambda_2 \beta = \lambda_1 Q_p \]

(8)

Where \( Q_p \) denotes the partial derivative of the demand with respect to the price. Recall that the \( \lambda \) variables are the current value multipliers: \( \lambda_1 \) shows the current cost of having one more unit of inventory and \( \lambda_2 \) shows the current cost of starting with one more unit of reference price. The term \( \frac{\partial(pQ)}{\partial p} \) shows the marginal increase in the revenue due to a unit increase in \( p \). Next, consider the term \( \lambda_2 \beta \). A unit increase in \( p \) results in an increase of \( \beta \) units in \( r \) since the reference price is updated with Equation (1). Therefore, \( \lambda_2 \beta \) shows the increase in the profit due to the increase in the price through the reference price effect. Finally, consider the term \( \lambda_1 Q_p \). \( Q_p \) shows the marginal decrease in the demand with a unit increase in \( p \), hence it is the inventory left due to the price increase. \( \lambda_1 Q_p \), therefore, shows the marginal decrease in the profit due to the increase in the price through the inventory. As a result, the left hand side of Equation (8) is the marginal income received by increasing the price (on current profit and future profit) and the right hand side represents marginal cost incurred by increasing the price. Therefore Equation (8) shows the classical optimality condition: the marginal cost should be equal to the marginal income.

The necessary condition for \( \lambda_1 \) in Equation (9) is given by

\[ \lambda_1' = \lambda_1 + h \]  

which gives \( \lambda_1 = e^{\frac{h}{T}} - \frac{h}{T} \). Here \( M_1 \) is a constant to be found from the terminal condition \( \lambda(0) = c \) and is given by

\[ M_1 = \frac{h + ic}{t} \]. The value of \( \lambda_1 \), therefore, can be written as:

\[ \lambda_1 = \frac{h}{t}(e^{\frac{h}{T}} - 1) + (e^{\frac{h}{T}}) \]

(9)

The present value of paying the holding cost \( h \) continuously for a duration of \( T \) units is given by \( \int_0^T h e^{-\frac{h}{T}} dt \) which is equal to \( \frac{h}{T}(1 - e^{\frac{h}{T}}) \). In other words, \( \frac{h}{T}(1 - e^{\frac{h}{T}}) \) is the present value of cost of holding an item which is sold at time \( t \). The current value of the holding cost is \( \frac{h}{T}(e^{\frac{h}{T}} - 1) \) which is the first term in Equation (9). For the other term, note that every item is purchased at the beginning of the planning horizon, hence the present value of procurement cost is \( c \) for every item. The current value of the procurement cost that is sold at time \( t \) is, therefore, given by \( e^{\frac{h}{T}} \) which is the second term in Equation (9). As a result, \( \lambda_1 \) is the current cost of having one more unit of inventory which is the current value of the sum of procurement cost and the inventory cost.

Rewriting the necessary Equation (8), we get:

\[ \lambda_2' = \lambda_2 + \beta + (\lambda_1 - p)Q_r \]

(10)

Where \( Q_r \) denotes the partial derivative of the demand with respect to the reference price. \( \lambda_2 \) denotes the impact of
marginal increase of the reference price at time \( t \) on the profitability and it is given by the following:

\[
\lambda_2(t) = \int_{t}^{\infty} e^{-(i+\beta)s}Q(s)(p(s) - \lambda_1(s))\,ds
\]  

(11)

Recall that \( \lambda_1 \) denotes the current value of the cost of an item (the holding and the procurement cost). The term \( p(s) - \lambda_1(s) \) is, therefore, the profit per unit at time \( s \). The term \( Q(s) \) denotes the marginal increase in the demand with a unit increase in the reference price. The exponential term \( e^{-(i+\beta)s} \) represents discounting which includes the interest rate \( i \) and the memory parameter \( \beta \) that shows the forgetting rate of the reference price by the customers. The integral, therefore, represents the present value (at time \( t \)) of the profit of the company due to marginal increase in the reference price. The necessary conditions in Equation (1) and Equations (6)-(7) can be reduced into a non-linear first order system of equations. However, an exact solution cannot be found without an explicitly known function of \( Q(p(t), r(t)) \). Hence, in the next section we analyze the problem with a linear demand function.

### 2.2 A linear demand model

In this section we analyze a linear demand model. The demand curve is given by the following equation:

\[
Q(t) = m - np(t) - \gamma(p(t) - r(t))
\]  

(12)

where \( m \) and \( n \) are the non-negative parameters of the downward sloping demand curve, \( \gamma \) is the reference effect impact and \( \gamma > 0 \). The time is denoted by \( t \). The current price and the reference price at time \( t \) are denoted by \( p(t) \) and \( r(t) \), respectively. The model in Equation (9) was employed in [14],[17],[18],[32],[33].

The necessary condition in Equation (8) can be written as:

\[
H_p = (m - 2np - \gamma(2p - r) + \lambda_1(n + \gamma) + \lambda_2\beta = 0
\]  

(13)

Solving \( p \) from Equation (10) yields:

\[
p = \frac{m + \gamma r + \lambda_1\beta}{2(n + \gamma)} + \frac{\lambda_1}{2}
\]  

(14)

Substituting Equation (14) into Equations (1) and (8) yields:

\[
r' = \beta \left[ \frac{m + \gamma r + \lambda_1\beta}{2(n + \gamma)} + \frac{\lambda_1}{2} \right] + \frac{\lambda_2}{(2(n + \gamma))} - r
\]  

(15)

\[
\lambda_2 = \frac{\lambda_2}{\beta} \left[ 1 - \frac{\gamma \beta}{2(n + \gamma)} \right] - \frac{\gamma n}{2(n + \gamma)} + \frac{\gamma \lambda_2}{2}
\]  

(16)

Now we substitute \( \lambda_1 \) from Equation (9) and rearrange terms in Equations (15)-(16):

\[
r' = \beta \left[ \frac{m - \lambda_1\gamma r}{2(n + \gamma)} + \frac{h + i c}{2} e^{it} + \frac{\beta}{2(n + \gamma)} \frac{\lambda_2}{i} \right]
\]  

(17)

\[
\lambda_2 = \frac{\lambda_2}{\beta} \left[ \frac{\gamma n}{2(n + \gamma)} - \frac{\gamma \beta}{2} + \frac{h + i c}{2} e^{it} \right] - \frac{\gamma \beta}{2} - \frac{i \lambda_2}{2(n + \gamma) r}
\]  

(18)

After some tedious algebra, the solution for this system of differential equations is given as:

\[
\lambda_2(t) = \frac{\lambda_1(K_0 + K_0)}{\beta^2} e^{\frac{h + i c}{2}} + \frac{K_0}{\beta^2} e^{\frac{h + i c}{2}} + K_0 e^{it} + K_0
\]  

(19)

Here \( C_0 \) is the coefficient of integration to be found from the boundary condition \( l(t) = 0 \) and is given as:

\[
l(t) = C_0 - \frac{2m + n + \gamma\beta}{\beta} e^{\frac{h + i c}{2}} - \frac{\gamma n}{\beta} e^{it}.
\]  

(23)

Although the closed form solution for the optimal price is given in Equation (21), it is difficult to make a sensitivity analysis over the parameters. Therefore, we resort to numerical illustrations to understand the effects of the parameters on optimal pricing policy.

### 3 Sensitivity analysis of optimal price

In this section, the sensitivity analysis of optimal price to the cost and demand parameters is provided. The optimal price path is plotted at low and high values for the parameters which are given in Table 1. At every point, unless it is stated otherwise, all of the parameters (except the parameter under study) are set to their high values. That is, we set the parameters to their high values, and change the value of the parameter under study to see the sensitivity of the price to that parameter. The plots where all of the parameters are set to their low values (except the parameter under study) are given in Appendix D.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procurement Cost (c)</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Holding Cost (h)</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Interest Rate (i)</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>Memory Parameter (( \beta ))</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Initial Reference Price (r_0)</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Population Size (m)</td>
<td>1800</td>
<td>2200</td>
</tr>
<tr>
<td>Price Sensitivity (n)</td>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>Reference Effect Impact (( \gamma ))</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>
We substitute the values of the parameters in Table 1 into Equation (21) and write the optimal price path explicitly to illustrate the values of the coefficients. In particular, the low values are substituted to find the optimal price path in Equation (24) and the high values are substituted to find the optimal price path in Equation (25).

\[ p(t) = 1.9145e^{0.4572t} + 0.1055e^{-0.4472t} + 0.7842e^{0.001t} + 3.9878 \]  
\[ p(t) = 1.8653e^{0.8653t} + 0.1547e^{-0.8453t} + 0.9961e^{0.002t} + 3.8809 \]  

### 3.1 Reference effect parameters

In this section, the sensitivity of the optimal price to the initial reference price \( r_0 \) and the memory parameter \( \beta \) are analyzed. Figure 1(a) shows the optimal price path when all parameters but \( r_0 \) are set to their high values. The solid line shows \( p(t) \) when \( r_0 \) is high and the dashed line shows \( p(t) \) when \( r_0 \) is low, as it can be observed from the legend on the right of the plot. Similarly, Figure 1(b) shows the optimal price path when all parameters but \( r_0 \) are set to their low values. The solid line and the dashed line show high and low values of \( r_0 \), respectively.

The following can be observed from Figure 1. The retailer starts with a low price and increases it gradually if \( r_0 \) is low (a penetration strategy). By the end of the season, the retailer decreases the price to sell off the inventory. If the initial reference price is high, the retailer behaves similarly after skimming strategy at the initial stage. Therefore, the optimal strategy and the level of optimal price are the same for both \( r_0 \) levels after the initial stage. In fact, this three-fold pricing strategy will be shown to be optimal in all cases: After an initial penetration or a skimming strategy depending on the initial reference price, the price increases until the end of the season and there is a discount at the end to sell of the inventory. This policy is similar to the zero holding cost case in [14], except the price increase after the initial stage. [14] showed that after a penetration or a skimming strategy, the price resides at a constant price, which was shown to be the steady state price of the infinite horizon problem. The steady state price value is shown to be independent of the initial reference price. At the final stage, there is a discount since there is no need for long-term reference effect considerations. The optimal price in our setting (when there is a positive holding cost) increases until the discount at the end of the horizon instead of staying constant at the steady state price.

The initial reference price has a substantial effect on the price path. Therefore, from this point on, the optimal price paths for each parameter will be plotted at both low and high \( r_0 \) levels. In particular, two plots are presented for each parameter. The plots on the left and right show the optimal price path when \( r_0 \) is low and high, respectively. In both plots, the dashed line shows the optimal price when the particular parameter is at its low value and the solid line shows the optimal price when the particular parameter is at its high value.

Figure 2 shows the sensitivity of the optimal price path to the memory parameter. [15] showed that the optimal price attains the steady state faster and starts the discount later if \( \beta \) is low because of the exponential smoothing effect in Equation (1). The same observation can be made in Figure 2. The optimal price gets into the increasing trend faster and goes to a discount later when \( \beta \) is high.

### 3.2 Cost parameters \( (c, h, i) \)

In this section, we analyze the sensitivity of the optimal price to the procurement cost \( c \), holding cost \( h \) and the interest rate
Figure 3 shows the sensitivity of the optimal price path to the procurement cost $c$. The retailer charges high prices when the procurement cost is high which is intuitive since the retailer should sell the costly products at higher prices.

Figure 4 shows the sensitivity of the optimal price path to the holding cost $h$. Since holding inventory is costly, the retailer charges higher price to make profit, as in the case of the procurement cost.

Figure 5 shows the sensitivity of the optimal price path to the interest rate $i$. The pricing behavior in this case is also similar to the cases of $c$ and $h$, i.e., the retailer charges higher prices when the parameter is high. This is due to the fact that the interest rate is a cost item as $h$ or $c$: it is the opportunity cost of money tied up in inventories. Note that the optimal policy is the same for $c$, $h$ and $i$: after an initial penetration or a skimming strategy, the price increases until the end of the horizon and the season ends with a discount.

3.3 Demand parameters $(m, n, \gamma)$

In this section, the sensitivity of the optimal price to the demand parameters is studied. Figure 6 shows the sensitivity of the optimal price path to the population size $m$ which is the maximum amount of demand that can be achieved when the price is zero. The number of customers, who buy the product at a certain level, increases as $m$ increases. The retailer, therefore, charges higher prices as $m$ increases.

Figure 7 shows the sensitivity of the optimal price path to the price sensitivity of the demand $n$. The price sensitivity $n$ is an indication for the monopolistic structure of the market. If $n$ is low, then the retailer (or market) is close to a monopoly. Therefore, the retailer facing a steep demand curve will set higher prices as observed in Figure 7. Figure 8 shows the sensitivity of the optimal price path to the reference effect impact $\gamma$. It can be observed that the initial pricing strategy is less steep when $\gamma$ is low. After the initial pricing period, the optimal price is always lower when $\gamma$ is high.
3.4 The pricing strategy

The optimal pricing policy, in all of the cases above, is to start with a penetration or a skimming strategy and increase the price until the discount at the end of the horizon. There are two factors that contribute to the increasing trend of the optimal price during the intermediary stage. First, [14],[15] use \( c \) as the procurement cost per unit which is charged at the time of selling the product. In our model, \( c \) is the procurement cost and all units are purchased at the beginning of the period at a unit cost of \( c \). The current value of the procurement cost of a product that is sold at time \( t \) is given by \( ce^{it} \). Therefore the current value of the procurement cost increases with time (if \( i > 0 \)). In order to compensate this, the retailer increases the price with time.

(a) \( p^* \) with \( m \) at low \( r_0 \).

(b): \( p^* \) with \( n \) at high \( r_0 \).

Figure 7: \( p^* \) with \( n \).

(a): \( p^* \) with \( m \) at high \( r_0 \).

Figure 6: \( p^* \) with \( m \).

(a): \( p^* \) with \( n \) at low \( r_0 \).

(b): \( p^* \) with \( n \) at high \( r_0 \).

Figure 8: \( p^* \) with \( n \).

Figure 8(a) shows the optimal price path with procurement cost \( c \) when the interest rate and inventory holding cost are zero (\( i = 0, h = 0 \)). The optimal price attains a constant value after the initial stage as in the case of [14], [15]. This is due to the fact that the current value of the procurement cost stays constant since \( i = 0 \). This behaviour changes if there is a positive interest rate. Figure 8(b) shows the optimal price path at different levels of \( c \) when there is low interest rate and zero inventory holding cost (\( i = i_{\text{low}}, h = 0 \)). Second, the current value of the holding cost of an item sold at time \( t \) is \( \frac{h}{i} (e^{it} - 1) \) which increases with time. Hence the holding cost has the same effect with the procurement cost. Figure 8(c) shows the optimal price path with respect to the holding cost.
when the interest rate and procurement cost are zero \((i = 0, c = 0)\). Therefore, both the holding cost and the procurement cost contribute to the increasing trend of the optimal pricing strategy. It can be concluded that the cost of having one unit of inventory, which is given by \(\lambda_1\) and found to be the current value of the sum of procurement cost and the inventory cost, is the reason behind the price increase during the intermediary stage. This can also be justified by plotting the reduced price which is obtained by eliminating the effect of \(\lambda_1\) from the optimal price path given in Equation (14). Let \(\hat{p}^*(t) = p(t) - \lambda_1(t)/2\) denote the reduced price. The reduced price is a kind of premium over the product costs, i.e., the procurement cost and the inventory holding cost. Figure 9(a) and Figure 9(b) show the value of the reduced price when all parameters are at low and high values, respectively. It can be observed that there is still a penetration or a skimming strategy based on the initial reference price.

The retailer starts with a high or a low value at the initial stage, depending on the initial reference price. Then the retailer fixes the value of \(p^*(t)\) just like the case in [14] after the initial stage and then reduces it at the end of the horizon. This shows that our results in fact confirm the previous results in [14]. Please note that the time horizon is set to 40 in order to see the effect of constant profit margin better.

### 4 Conclusions

We study the problem of a retailer who buys a certain amount of inventory at the start of a selling season. Holding inventory is costly and there is a reference effect on the demand. The aim of the retailer is to maximize its discounted profit through a finite horizon.

For general demand models, we provide analytical solutions for marginal effects of the inventory and the reference price. The marginal effect of an inventory is the sum of the present value of the procurement cost and total holding cost incurred. The marginal effect of the reference price is the discounted sum of the profit rate weighted with the marginal increase in the demand due to a unit increase in the reference price.

For the linear demand model, we provide explicit solution of the optimal price. The optimal pricing strategy can be characterized by three stages. The initial stage is a penetration or a skimming strategy depending on the initial reference price. After the initial stage, the optimal price increases due to the procurement cost and the holding cost. Although this result does not seem to be confirmed by the previous results, we justify it by introducing the reduced price which can be defined as the premium over the cost of the product. It is shown that the reduced price just follows the same path with
the previous results in the literature, i.e., it stays constant after the initial stage. In the final stage there is a deep discount, which is observed in reality, since towards the end of the planning interval there is no need to make long-term reference price considerations. The initial reference price is the most important factor effecting the price strategy as observed in all cases. All parameters, except the initial reference price, effect the price level but not the strategy. We also provide sensitivity analysis of the optimal price to the cost and demand parameters. We show that the retailer charges a higher price as the cost parameters increase as expected.

The researchers provide several analytical results in the operations research literature, however there are very few studies showing the real effect of reference price on the inventory and pricing decisions with the real data. Such an attempt would be valuable future work. Another research venue is to investigate whether the results of this study can be generalized to other demand models.

5 References

The constants in the formula of \( r(t) \) and \( \lambda_2(t) \):

\[
K_0 = \left[ (i + 2\beta) \left( i + \frac{2\beta n}{\gamma + n} \right) \right]^\frac{1}{2}
K_i = i \left( \frac{2}{\gamma + n} \right) + \beta n
K_a = (\gamma + n)(i + \beta) + \beta n
K_e = \frac{\gamma \beta \alpha n}{2K_i}
\bar{R}_0 = (\gamma + n)K_0
K_e = \frac{\gamma \beta \alpha n}{2K_i}
K_b = \frac{im(i + \beta) - n(i(\gamma + n) + \beta n)}{2K_i}
K_d = \frac{\gamma \beta^2(i + \beta) - n \beta}{2K_i}
\]

Note that \( K_0 > i \). \( C_1 \) and \( C_2 \) are integration coefficients to be found from the boundary conditions \( r(0) = r_0 \) and \( \lambda_2(T) = 0 \). They are given as follows:

\[
C_1 = \frac{K_x e^{-\gamma T} - K_x - K_y K_0}{K_x - K_y}
C_2 = \frac{K_x e^{-\gamma T} - K_x - K_y K_0}{K_x - K_y}
\]

Where,

\[
K_x = r_0 - (K_x + K_y)

K_y = i(K_a - \bar{R}_0)e^{-\gamma T} \quad (T)

K_x = i(K_a - \bar{R}_0)e^{\gamma T} \quad (T)
\]

The constants in the formula of \( p(t) \):

\[
K_4 = \frac{i + 2\beta + K_0}{2\beta}
K_5 = \frac{i + 2\beta - K_0}{2\beta}
K_1 = \frac{\gamma \alpha i \beta}{2K_i}
\]

The non-negativity of \( K_1 \) is obvious. \( K_4 \) is non-negative since \( K_0 \) is non-negative. Finally, since \( 0 \leq \frac{n}{n + K} \leq 1 \), the following can be written:

\[
i + 2\beta \leq K_0 \leq 2\beta \frac{n}{n + K}
\]

hence \( K_4 \geq 0 \).

**Appendix C**

Derivation of the price function \( p(t) \):

Below, we will show that the given solutions for \( r, \lambda_2, \) and \( p \) in Equations (19)-(21) satisfy Equation (8). We first find \( \lambda_2^{\prime} \):

\[
\lambda_2^{\prime} = \frac{i(K_a + \bar{R}_0)e^{K_a - \bar{R}_0/2} + i(K_a - \bar{R}_0)e^{-K_a + \bar{R}_0/2} + \mu - i\beta K}{(i\beta)^2}
\]

The condition in Equation (8) can also be written as follows:

\[
\lambda_2 - \lambda_2(i + \beta) = \gamma(\lambda_1 - p(t))
\]

The left hand side can be written as follows:

\[
\lambda_2 - \lambda_2(i + \beta) = \left( i(K_a + \bar{R}_0)e^{K_a - \bar{R}_0/2}C_2 + i(K_a - \bar{R}_0)e^{-K_a + \bar{R}_0/2}C_1 + i(K_a - \bar{R}_0)e^{\gamma T} \right) - (i + \beta)K_0
\]

The right hand side can be written as:

\[
\gamma(\lambda_1 - p) = -\lambda K_0 e^{\gamma T} + \gamma K_0 e^{\gamma T} C_2 - \gamma K_0 e^{\gamma T} C_1 + \gamma \left( \frac{h + ic}{2} - K_0 \right) e^{\gamma T} - \gamma \left( \frac{h + ic}{2} + K_0 \right)
\]

We need to show that the coefficients of \( e^{\gamma T} \), \( e^{-\gamma T} \), and \( e^{\gamma T} \) are equal and constant terms are the same. First we study the coefficient of \( e^{\gamma T} \). We check whether the following term is zero:

\[
\left( i(K_a + \bar{R}_0)e^{K_a - \bar{R}_0/2} \right) / (i\beta)^2 \quad (y K_0)
\]

Substituting the constants and after some algebra, we get the following:

\[
= \frac{(i + 2\beta - K_0)(i + \beta) + \beta n + (\gamma + n)K_0 - \gamma(\beta (i + 2\beta + K_0))}{2\beta^2}
\]

Which reduces to

\[
= \frac{2\beta^2}{i + 2\beta}((\gamma + n)(i + \beta) + \beta n + (\gamma + n)K_0 - \gamma(\beta (i + 2\beta + K_0)) + \frac{2\beta^2}{i + 2\beta} - \gamma(\beta K_0)}
\]

After some algebra we get the following:

\[
= \frac{(i + 2\beta)((\gamma + n)(i + \beta) + \beta n + (\gamma + n)K_0) - \gamma(\beta (i + 2\beta + K_0))}{2\beta^2}
\]

Which can be simplified into:

\[
= \frac{i((\gamma + n)+4\beta n+2\beta^2+4\beta n^2-K_0^2)(\gamma + n)}{2\beta^2} = 0
\]

The equivalence of the coefficients of \( e^{-\gamma T} \) can be shown in a similar way. For the coefficient of \( e^{\gamma T} \), we need to show that the
The plots when the parameters are set to low values

Figure 10: $p^*$ with $c$.
(a) $p^*$ with $c$ at low $r_0$.
(b) $p^*$ with $c$ at high $r_0$.

Figure 11: $p^*$ with $h$.
(a) $p^*$ with $h$ at low $r_0$.
(b) $p^*$ with $h$ at high $r_0$.

Figure 12: $p^*$ with $i$.
(a) $p^*$ with $i$ at low $r_0$.
(b) $p^*$ with $i$ at high $r_0$.

Figure 13: $p^*$ with $p$.
(a) $p^*$ with $p$ at low $r_0$.
(b) $p^*$ with $p$ at high $r_0$.

Figure 14: $p^*$ with $g$.
(a) $p^*$ with $g$ at low $r_0$.
(b) $p^*$ with $g$ at high $r_0$.

Figure 15: $p^*$ with $m$.
(a) $p^*$ with $m$ at low $r_0$.
(b) $p^*$ with $m$ at high $r_0$.

Figure 16: $p^*$ with $n$.
(a) $p^*$ with $n$ at low $r_0$.
(b) $p^*$ with $n$ at high $r_0$. 